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1. Prérequis

Les prérequis pour ce TP sont:
e Au minimum 10 Go de RAM et 85 Go de stockage.
e VirtualBox.
e Iso Debian 12.
e [so PFSense.



11. ‘Mise en place de l'environnemeni

1) Créer deux réseaux privés hotes

Aller dans Fichier -> Outils -> Network Manager.

'ﬁ Oracle VM VirtualBox - Gestionnaire de machines

Fichier =~ Machine Réseau Aide

(ﬁ’ Parameétres... Cirl+3
{F_]:I Imparter un appareil virtuel. .. Ctrl+
@ Exporter un appareil virtuel. .. Ctrl+E [
= Outis r Extension Pack Manager Ctrl+T
E—,! Gestionnaire de médias virtuels Cirl+D
@ Rechercher des mises & jour... =
| Metwork Manager Ctrl+H
.& Reinitialiser tous les avertissements =l B =
Gestionnaire de profil Cloud Ctrl+P
@ Quit Ctrl+Q WM Activity Overview

B

Cliquer sur “Créer”.

Ix

Créer

Configurer les 2 réseaux comme suit:
Adapter Serveur DHCP

() Configurer la carte automatiquement

(®) Configurer la carte manuellement

Adresse [Pv4: [1.2.3.4

Masgue réseau IPv4 ; |255. 255.255.0

Adresse IPve : |fed0::8dsf6ch7: 72183230

IPvaG Prefix Length: |64




Adapter Serveur DHCP

() Configurer la carte automatiquement

(®) Configurer la carte manuellement

Adresse [Pv4: (7.8.9.1

Masgue réseau IPv4 ; |255. 255.255.0

Adresse IPve : |fed0:ecdb:c346:c336: 557

IPvaG Prefix Length: |64

Ceci donne deux réseaux privés, déconnecteés I'un de l'autre:
1.2.3.0/24 et 7.8.9.0/24

2) Installer une machine virtuelle Debian

Cliquer sur “Nouvelle”

o

Mouvelle

Donner pour nom “Site 1. Donner le lien de I'ISO et le dossier
ou sera installée la VM. Sélectionner “Skip Unattended
Installation”. Enfin, cliquer sur “Suivant”

Virtual machine Name and Operating System

Flease choose a descriptive name and destination folder for the new virtual machine. The name you choose will be
used throughout VirtualBox to identify this machine. Additionally, you can select an IS0 image which may be used
to install the guest operating system,

¥ Crée une machine virtuelle ? >

Nom : |SIte 1 | &

Folder: | E:\WM

IS0 Image: | [&] E:\WMdebian-12.4.0-amdg4-netinst.iso

Edition:

Wersion | Debian (54-bit)

Skip Unattended Installation

@ You have selected to skip unattended guest 05 install, the guest OS will need to be installed
manually.

Type & |Linux ?D

Aide Mode expert Précédent Suivant || Annuler

Seélectionner 1 CPU et 2048 MB de RAM, et cliquer sur
suivant.




¥ Crée une machine virtuelle ? >

Hardware

You can modify virtual machine's hardware by changing amount of RAM and virtual CPU count.
Enabling EF1 is also possible,

Mémaire vive : '

4 Mo 32758 Mo

Processors: '

I 1 1 | 1 1 1 |
CPU 1 CPUs 8
[] Enable EFI (spedial O5es only)

Aide Précédent Suivant

Spécifier 20 Go de taille de disque et cliquer sur “Suivant”.

¥# Crée une machine virtuelle ? >

Virtual Hard disk

If you wish you can add a virtual hard disk to the new machine. You can either create a new hard disk
file or select an existing one. Alternatively you can create a virtual machine without a virtual hard disk.

(®) Create a Virtual Hard Disk Mow

Disk Size: ' 20,00 Gio

4,00 MB 2,00 Tio
[ pre-allocate Eull Size
() Use an Existing Virtual Hard Disk File
Site 2.vdi (Mormal, 20,00 Gio)

() Do Not Add a Virtual Hard Disk

Aide Précédent Annuler

Cliquer ensuite sur “Finish”



- - - .
N¢ Crée une machine virtuelle

Récapitulatif

The following table summarizes the configuration you have chosen for the new virtual machine. When
you are happy with the configuration press Finish to create the virtual machine. Alternatively you can

go back and modify the configuration.

%13’ Machine Name and 05 Type
Machine Mame
Machine Folder
150 Image
Guest OS5 Type
Skip Unattended Install

{:} Hardware
Memaire vive
Processor(s)

EFI Enable

Disk
Disk Size
Pre-allocate Full Size

Sdlte 1

E:/VM/5dIte 1

E:/VM/debian-12. 4.0-amde4-netinst.iso
Debian (54-bit)

true

2048
1
false

20,00 Gio
false

Précédent Finish

Annuler

Enfin, se laisser guider dans l'installation pas a pas de Debian.

Une fois Debian installé, aller dans les parametres de la VM.

5

Configuration

Dans les parametres, aller dans “Réseau”.

@' Réseau

Sélectionner comme mode d’acces “Réseau privé hote” et

comme réseau le ler.




E‘} Site 1 - Paramétres

Affichage
D Stockage
Son
Réseau
Ports séries
USE

Dossiers partagés

Interface utilisateur

NN R Ao Ol |

Réseau
Adapter 1 Adapter 2 Adapter 3
Activer linterface réseau
Mode d'accés réseau :

Mame:

> Advanced

Adapter 4

Réseau privé hite w

VirtualBox Host-Only Ethernet Adapter

Annuler

Allumer ensuite la VM. Configurer le réseau de la maniere

suivante:



Annuler Filaire

Details Identite IPv4 IPve Securite

Methode IPvd Automatique (DHCP) Reseau local seulement
OManueL Desactiver

Partagee avec d'autres ordinateurs

Adresses
-l'-_: resse | |'!-.: ue de resegl F:'!-.-.:' |':'||:'

1231 255.255.255.0 1.2.3.10 ®

®

DNS Automatique (:)
:_:.:'l-'!|':'|' les adresses IP avec des virgules

Routes Automatique (:)

Adresse Masgue de réseal Passerelle Metrigue

®

3) Cloner la machine virtuelle Debian

Pour faire le 2eme site ainsi que les 2 serveurs VPN, il faut
cloner la machine, afin de ne pas avoir a la réinstaller.

Pour le 2éme site, aller sur la VM Site 1, faire un clic droit et
cliquer sur “cloner”.

=2l Site 1
fJ | [4] Sauvegardée

Configuration... Ctrl+5 r

&
@ Cloner Ctrl+0
Site 2 -




Nommer le clone “Site 2” et sélectionner “Générer de
nouvelles adresses MAC pour toutes les interfaces réseau”.

¥ Cloner la machine virtuelle 7 >

Nom de la nouvelle machine et chemin

Veuillez choisir un nom et accessoirement un dossier pour la nouvelle machine virtuelle, La nouvelle machine
sera un done de la machine Site 1.

Name: |Site 2 | @

Path: | E:\WM v|

MALC Address Policy: |Générer de nouvelles adresses MAC pour toutes les interfaces réseau |

Options supplémentaires : [_| Préserver les noms de disque

[] keep Hardware UUIDs

Précédent | Suivant || Annuler

Sélectionner un Clone intégral puis cliquer sur Finish.

8 Cloner la machine virtuelle ? x

Type de clone
Veuilez choisir le type de done que vous souhaitez créer,
Si vous choisissez Clone intégral, une copie exacte (induant tous les fichiers de disgues durs virtuels) de
la machine virtuelle d'origine sera créee.
Si vous choisissez Clone lié, une nouvelle machine sera créee, mais les fichiers de disques durs virtuels
seront liés aux fichiers de disques durs virtuels de la machine d'origine et vous ne pourrez plus déplacer la
nouvelle machine virtuelle sans déplacer également l'originale.
Si vous créez un Clone lié, un nouvel instantané sera crée dans la machine virtuelle d'origine comme
faisant partie du processus de donage.

(® Clone intégral

() Clone lig

| Précédent || Finish || Annuler

Aller dans les parametres, réseau, et sélectionner “Réseau
prive hote” et cette fois le 2eme réseau.




E} Site 2 - Paramétres

E Général
Systéme
Affichage
D Stockage
Son
Réseau
Ports séries

USB

Dossiers partagés

OO EmsNE

Interface utilisateur

Réseau
Adapter 1 Adapter 2 Adapter 3

Activer linterface réseau

Mode d'accés réseau :

MName:

[ advanced

Adapter 4

Réseau prive hote

o

VirtualBox Host-Only Ethernet Adapter #2

Allumer la VM, et configurer le réseau comme suit:

Annuler

Aide



Annuler Filaire

Details ldentite IPv4 IPvE Seécurite

Methode IPvd Automatique (DHCP) Reseau local seulement

o Manuel Désactiver

Partagee avec d'autres ordinateurs

Adresses
Adresse Masgue de réseal Passerells
7.8.9.1 2552552550 7.8.9.10 ®

®

DNS Automatique (:)

S parer les adresses [P avec des virgules

Routes Automatique (:)

Adresse Masgue de réseal Dacserelle Metrigue

®

Faire de méme pour les 2 serveurs VPN.
Le ler aura pour [P 1.2.3.12 et le 2eme 7.8.9.12.

4) Installer et configurer la lére machine PfSense

Créer la VM.

Mettre en Type de systeme BSD et en version FreeBSD (64
bits).



¥ Crée une machine virtuelle ? X

Virtual machine Name and Operating System

Flease choose a descriptive name and destination folder for the new virtual machine. The name you choose will be
used throughout VirtualBox to identify this machine. Additionally, you can select an ISO image which may be used
to install the guest operating system.

Mom : |PAssereIIe Site 1| | &
Folder: | E:lvM V|

IS0 Image: | |:| E:\WWM'pfSense-CE-2.7, 2-RELEASE-amd&4.iso V|
Edition:

Type : |BSD e

Version : | FreeBSD (64-hit) >

Skip Unattended Installation

@DS type cannot be determined from the selected IS0, the guest O3 will need to be installed
manually.

Aide Mode expert Précédent Annuler

Mettre 1024 MB de ram et 1 CPU.

¥ Crée une machine virtuelle 7 *

Hardware

You can modify virtual maching's hardware by changing amount of RAM and virtual CPU count,
Enabling EFI is also possible.

Mémuoire vive : '

4Mo 32758 Mo

Processors: '

I 1 1 ! 1 1 1 1
CPU 1 CPUs 8
[T] Enable EFI {special O5es only)

Aide Précédent Suivant

Mettre 2 Go de disque dur.



Virtual Hard disk

If you wish you can add a virtual hard disk to the new machine. You can either create a new hard disk
file or select an existing one. Alternatively you can create a virtual machine without a virtual hard disk.

(®) Create a Virtual Hard Disk Mow

Disk Size: ' 2,00 Gio

.; A/ = 4,00 MB 2,00 Tio
,g l(f‘” [ Pre-allocate Full Size

() Use an Existing Virtual Hard Disk File

() Do Not Add a Virtual Hard Disk

Aide Précédent Suivant Annuler

Accepter les conditions d’utilisation.

pfSense Installer

{Copyright and distribution notice}
Copyright and Trademark Hotices.

Copyright 2884-2816. Electric Sheep Fencing, LLC (“ESF").
All Rights Reserved.

Copyright 26814-2823. Rubicon Communications. LLC d/bfa Hetgate
("Hetgate™}.
All Rights Reserved.

All logos. text., and content of ES5F and/or Hetgate. including underlying
HTHL code. designs, and graphics used and/for depicted herein are
protected under United States and international copyright and trademark
laws and treaties, and may not be used or reproduced without the prior
express uritten permission of ESF and/or Hetgate.

"pfSense” is a registered trademark of ESF, exclusively licensed to
Hetgate. and may not be used without the prior express written

permission of ESF and/or Hetgate. Hll other trademarks shown herein are
26%—

[Accept]

Cliquer sur “Install”.



pfSense Installer

Helcome

Helcome to pfSense!

l Install Install pfSense

Rescue Shell Launch a shell for rescue operations
Recover config.xml Recover config.xml from a previous install

<Cancel>

Cliquer sur Auto (UFS).

pfSense Installer

Partitioning
How would you like to partition your disk?

Auto (ZF5) Guided Root-on-Z2F5

Huto (UFS) uided UFS Disk Setup

Manual Manual Disk Setup (experts)
Shell Open a shell and partition by hand

{Cancel >

tions help choose which disk to setup UF5 and standard partitions

Cliquer sur “Entire disk”



FreeBSD Installer

{Partition}
Hould you like to use this entire disk
(adad) for pfSense or partition it to
share it wvith other operating systems?
Using the entire disk will erase any data
currently stored there.

[Entire Disk]l [ "artition 1

Cliquer sur DOS Partitions
FreeB5D Installer

Partition Scheme
Select a partition scheme
for this volume:

APH Apple Partition Map
BSD BSD Labels
GPT GUID Partition Table

| BREDOS Partitions

[ 0K 1 [Cancell

Bootable on most x86 systems

Cliquer sur Finish, puis sur Commit.



FreeB5D Installer

{Partition Editor |
Please revieuw the disk setup. Hhen complete. press
the Finish button.

.8 6B HBR
adaBs1 2.8 GB BSD

adaBsla 1.9 GB freebsd-ufs !
adaBsilb 182 HMB freebsd-swap

[Create]l [Telete]l [lodifyl [Fevert]l [ futo 1 [@GUFE R

FreeBSD Installer

{Partition Editor |
Please review the disk setup. Hhen complete, press
the Finish button.

{Confirmation|
Your changes will now be written to disk. If
you have chosen to overurite existing data,
it will be PERMAHENTLY ERASED. Are you sure
you want to commit your changes?

[ Commit Il [Fevert & Exitl [ ack

[ reatel [lelete]l [odifyl [Fewvert]l [ 'uto 1 [NFLEEN

Une fois sur cet écran, éteindre la VM.



pfSense Installer

{Complete|]
Installation of pfSense complete!
Hould you like to reboot into the
installed system now?

[Reboot] [T hell 1

Aller dans les parametres, puis dans Stockage. Cliquer sur le
disque a droite puis sur “Retirer le disque du lecteur virtuel”.

=} Paasserelle Site 1 - Paramétres — O e
E Général Stockage
Systéme Unités de stockage Attributs
ISJ fhch @ Contréleur : IDE Lecteur optique : |Maitre secondaire IDE e Q
Affichage
@ Paasserelle Site 1.vdi [ Live co/ovD m Choose/Create a Virtual Optical Disk. ..
@ Stockage (5) pfSense-CE-2.7.2-RELEASE-a... Information [& Choose a disk file...
,D] 5 Type : Image
on : i
Y Taile : 834,15MB pfSense-CE-2.7. 2-RELEASE-amd&4.iso
@ Réseau Emplacement : E:\WM\pfSense-CE-2.7. 2-RELEASE-am: debian-12.4.0-amd&4-netinst.iso
Attached to: Paasserelle Site 1 kaliHinux-2024, 1-installer-amds4.iso

@ Ports séries
& UsB
lj Dossiers partagés

lf‘ Interface utiisateur

Aller dans Réseau.
lére interface.

ubuntu-22.04. Hive-server-amda4.iso

@ Retirer le disque du lecteur virtuel

Annuler Aide

Mettre le mode d’acces par pont pour la



Q} Paasserelle Site 1 - Paramétres

&)

AOSPla<sENE

Réseau

Ports séries

USB

Dossiers partagés

Interface utilisateur

Réseau

Adapter 1 Adapter 2 Adapter 3

Activer linterface réseau

Mode d'accés réseau

Mame:

> advanced

Adapter 4

Accés par pont -

Realtek PCle GbE Family Controller #2

Annuler

Aller dans “Adapter 2", Activer l'interface, et mettre en type
réseau “Réseau priveé hote”, en réseau le ler réseau.

@ Paasserelle Site 1 - Paramétres

¢

Ab®SP®eEN

Reéseau

Ports séries

USE

Dossiers partageés

Interface utilisateur

Réseau

Adapter 1 Adapter 2 Adapter 3

Activer linterface réseau

Mode d'acceés réseau ;

Mame:

[ advanced

Adapter 4

Réseau prive hite w

VirtualBox Host-Only Ethernet Adapter

Annuler

Aide



Relancer la VM.

reeB5D/amd64 (pfSense.home.arpal) (ttyvwH)
irtualBox Virtual HMachine - Hetgate Device ID: 2964cB434fabeelb34dBe
#% Welcome to pfSense 2.7.2-RELEASE (amdb64) on pfSense ===
HAH (wan) -» end -» v4/DHCP4: 192.168.1.27/24

vbH/DHCP6: 2aBl1:cbBB8:a83:c988:a88:271Ff:feb?:28f
LAH (lan)

-» eml v4q: 192 168.1.1/24
vbh/th: ZaBl:chBB:aB83:c9eb:abBB:27ff:fefd:51ba/b

Logout (55H only) 9) pfTop

Assign Interfaces 18) Filter Logs

Set interface(s) IP address 11) Restart webConfigurator
Reset webConfigurator password 12) PHP shell + pfSense tools
Reset to factory defaults 13) Update from console

Reboot system 14) Enable Secure 5Shell (sshd)
Halt system 15) Restore recent configquration
Ping host 16) Restart PHP-FPH

Shell

nter an option:

Logout (55H only)

Assign Interfaces

Set interface(s) IP address
Reset webConfigqurator password
Reset to factory defaults
Reboot system

Halt system

Ping host

pfTop

Filter Logs

Restart webConfigurator

PHP shell + pfSense tools
Update from console

Enable Secure 5hell (sshd)
Restore recent configuration
Restart PHP-FPH

Shell

nter an option: 2

- HAH (emB - dhcp. dhcpb)
- LAH (eml - static)

nter the number of the interface you wish to configure: 2
onfigure IPv4 address LAH interface wvia DHCP? (y/n) n
nter the new LAH

IPv4 address. Press <{ENTER> for none:

Entrer 'adresse IP 1.2.3.10 et 24 comme masque de
sous-réseau.



nter an option: 2
vailable interfaces:

1 — HAN (emB - dhcp. dhcpb)
- LAH (eml - static)

nter the number of the interface you wish to configure: 2

onfigure IPv4 address LAH interface wia DHCP? (y/n) n

nter the new LAH IPv4 address. Press <EHTER> for none:

Subnet masks are entered as bit counts (as in CIDR notation) in pfSense.
.g. 255.255.255.8 24
255.255.8.8 16
255.8.8.8 8

nter the new LAH IPv4 subnet bit count (1 to 32):

or a HAN. enter the new LAH IPv4 upstream gateway address.
or a LAH, press <{EHTER> for none:

Cliquer sur Enter, puis n, puis Enter, puis n, puis n, puis Enter.

or a LAN, press <{EHTER> for none:
>

onfigure IPv6 address LAH interface wia DHCPG6? (y/nl) n
nter the new LAN IPv6 address. Press <ENTER> for none:
Do you want to enable the DHCP server on LHN? (y/nl) n

Disabling IPv4 DHCPD...
Disabling IPvG6 DHCPD...

Do you want to revert to HTTP as the webConfigurator protocol? (y/n) n

Please wait while the changes are saved to LAH...
Reloading filter...

Reloading routing configuration...

DHCPD. . .

he IPv4 LAH address has been set to 1.2.3.18/24
ou can now access the webConfigurator by opening the following URL im your web

https://1.2.3.18/

Press <ENTER> to continue.

5) Installer et configurer la 2eme machine PfSense

Reprendre ce qui a éte fait pour la lere passerelle. Modifier
simplement l'adresse IP par 7.8.9.10



6) Vérifier la bonne installation de I'environnement

Pour vérifier la bonne installation de I'environnement, on va
sur chacune des VMs Debian.

On tente de ping I'adresse de la passerelle PFSense sur le
LAN, puis 8.8.8.8 pour voir si la passerelle fait bien son role.
On tente également de ping l'autre passerelle, afin de vérifier
qu’il n'y a pas de connexion entre les deux réseaux prives.

root@debian:~# ping 1.2.3.10

PING 1.2.3.1@ (1.2.3.1@) 56(84) bytes of data.

64 bytes from 1.2.3.1@: icmp_seq=1 ttl=64 time=0.415 ms

64 bytes from 1.2.3.1@: icmp_seq=2 ttl=64 time=0.813 ms

64 bytes from 1.2.3.1@: icmp_seq=3 ttl=64 time=1.19 ms

~C

--- 1.2.3.1@ ping statistics ---

3 packets transmitted, 3 received, @% packet loss, time 2@52ms
rtt min/avg/max/mdev = ©.415/0.804/1.186/8.314 ms
root@debian:~# ping 8.8.8.8

PING 8.8.8.8 (8.8.8.8) 56(84) bytes of data.

64 bytes from 8.8.8.8: icmp_seq=1 ttl=115 time=16.6 ms

64 bytes from 8.8.8.8: icmp_seq=2 ttl=115 time=4.33 ms

64 bytes from 8.8.8.8: icmp_seq=3 ttl=115 time=4.38 ms

AC

--- 8.8.8.8 ping statistics ---

3 packets transmitted, 3 received, @% packet loss, time 2@@3ms
rtt min/avg/max/mdev = 4.329/8.442/16.614/5.778 ms
root@debian:~# ping 7.8.9.180

PING 7.8.9.1@ (7.8.9.1@0) 56(84) bytes of data.

MC

--- 7.8.9.10 ping statistics ---

3 packets transmitted, @ received, 100% packet loss, time 2@39ms



root@debian:~# ping 7.8.9.10

PING 7.8.9.1@ (7.8.9.10) 56(84) bytes of data.

64 bytes from 7.8.9.1@: icmp_seq=1 ttl=64 time=0.698 ms

64 bytes from 7.8.9.1@: icmp_seq=2 ttl=64 time=1.5@ ms

64 bytes from 7.8.9.1@: icmp_seq=3 ttl=64 time=0.552 ms

MC

--- 7.8.9.10 ping statistics ---

3 packets transmitted, 3 received, @% packet loss, time 2@@8ms
rtt min/avg/max/mdev = @.552/0.918/1.504/8.418 ms
root@debian:~# ping 8.8.8.8

PING 8.8.8.8 (8.8.8.8) 56(84) bytes of data.

64 bytes from 8.8.8.8: icmp_seg=1 ttl=115 time=4.11 ms

64 bytes from 8.8.8.8: icmp_seq=2 ttl=115 time=5.68 ms

64 bytes from 8.8.8.8: icmp_seq=3 ttl=115 time=4.42 ms

~C

--- 8.8.8.8 ping statistics ---

3 packets transmitted, 3 received, @% packet loss, time 2@@2ms
rtt min/avg/max/mdev = 4.114/4.735/5.678/8.677 ms
root@debian:~# ping 1.2.3.10

PING 1.2.3.1@ (1.2.3.1@) 56(84) bytes of data.

ArC

--- 1.2.3.1@ ping statistics ---

3 packets transmitted, @ received, 10@% packet loss, time 2827ms



11. Mise en place du VPN 1Psec



Mise en place d'un VPN TPsec Sile-a-Site avec StrongSwan

(musique d'ambiance :

https: //users.content.ytmnd.com /e /2 /e /e2e7d0baf4799ab52ad89f89c9e84e4f.mp3)

Notre infrastructure se compose de deux sites reliés par un réseau
WAN. Voici la configuration détaillée de chaque site :

Site A (machine debian) :

e Interface WAN (enpls0) : 192.168.122.87/24
e Interface LAN (ethO0):10.0.2.1/24

Site B (machine debian2):

e Interface WAN (enpls0) : 192.168.122.86 /24
e Interface LAN (enp7s0):10.0.1.1/24

Sous virt-manager (mais vous pouvez utiliser I'émulateur de votre
choix), comment on ajoute des cartes réseaux :

| debianl2-2 on QEMU/KVM
File Virtual Machine View Send Key

=Q PO~ =

- Overview Details XML
B os information ] Add New Virtual Hardware [=1E3] |

‘Q performance

g:} CPUs

| controller
&5 Memory Details XML
.ﬂ Boot Options —

Input

Virtlo Disk 1 = Graphics Network source: | yirtyal network *default : NAT v
SATA CDROM 1 @F sound
MAC address: [ 52:54:00:f2:8e:30
&P NIC :9e:62:7¢ & serial ]
. @ Parallel
NIC :74-ea:13 Device model:  virtio -
& Console
B meblet
= Channel
! Mouse
@ USB Host Device
B8 xeyboard B PCI Host Device
@ pisplay spice B MDEV Host Device
EF Sound ich9 @ video
o Serial 1 B watchdog
-
& Channel (qemu-ga) Filesystem

& Smartcard
@ usB Redirection

3 Tem
m Watchdog & RNG
J

m Controller Use 0 &* panic Notifier
m Controller PCle 0 Virtlo VSOCK
[ controller saTA 0
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Phase 1: Préparation de I'environnement (sur les deux
machines)

(pour rappel, pour configurer les routes et changer 'adressage)
sudo ip addr flush dev [INTERFACE]

sudo ip addr add 10.0.2.1/24 dev [INTERFACE]

sudo ip link set [INTERFACE] up

sudo ip route add 10.0.2.0/24 via 192.168.122.87

sudo apt install strongswan strongswan-pki
libcharon-extra-plugins -y

# Activation du forwarding IP

sudo sysctl -w net.ipv4.ip forward=1

Phase 2 : Configuration IPsec

Pour le Site A, voici la configuration IPsec mise (/etc/ipsec.conf)
# Configuration générale de base
config setup
charondebug="ike 2, knl 2, cfg 2, net 2, esp 2" #
Définit les niveaux de débogage pour différents composants
uniqueids=yes # Garantit que chaque identifiant de
connexion est unique

conn site-a-to-b # Définit une nouvelle connexion nommée
"site-a-to-b"

# Type de connexion

type=tunnel # Spécifie qu'il s'agit d'un tunnel
(mode tunnel vs transport)

auto=start # Démarre automatiquement la connexion
au lancement d'IPsec

keyexchange=ikev2 # Utilise la version 2 du protocole
Internet Key Exchange

# Configuration c6té local

left=%defaultroute # Utilise 1l'interface par défaut
pour la connexion

leftauth=psk # Authentification par clé
pré-partagée



leftid=@site-a # Identifiant unique pour ce coété
du tunnel
leftsubnet=10.0.2.0/24 # Réseau local a protéger

# Configuration c6té distant
right=192.168.122.86 # Adresse IP du pair distant

rightauth=psk # Méthode d'authentification
du pair distant
rightid=@site-b # Identifiant du pair distant

rightsubnet=10.0.1.0/24 # Réseau distant a atteindre

# Parametres de sécurité

ike=aes256-sha256-modp2048! # Algorithmes pour 1la
phase 1 (négociation)

esp=aes256-sha256! # Algorithmes pour la
phase 2 (données)

# Parametres de durée de vie
ikelifetime=3h # Durée de vie de la phase 1
keylife=1h # Durée de vie des clés de la phase

# Dead Peer Detection (détection de pair mort)

dpddelay=30s # Intervalle entre les vérifications

dpdtimeout=120s # Temps avant de considérer le pair
comme mort

dpdaction=restart # Action a prendre si le pair ne
répond pas

Cette configuration établit un tunnel IPsec ou tout le trafic entre les
deux réseaux (10.0.2.0/24 et 10.0.1.0 /24) sera automatiquement
chiffré et authentifié. La négociation des clés se fait via IKEv2, avec
une renégociation automatique toutes les heures pour les clés de
données et toutes les 3 heures pour les clés IKE. La détection de pair
mort permet de relancer automatiquement le tunnel en cas de perte
de connexion.

Sur le Site B (debian2), créez une configuration miroir
(/etc/ipsec.conf)



GNU nano 7.2 /etc/ipsec.conf
Monfig setup
charondebug="ike 2, knl 2, cfg 2, net 2, esp 2"
uniqueids=yes

conn site-b-to-a
type=tunnel
auto=start
keyexchange=ikev2

left=%defaultroute
leftauth=psk
leftid=@site-b
leftsubnet=10.2.1.8/24

right=192.168.122.87
rightauth=psk
rightid=@site-a
rightsubnet=10.0.2.08/24

ike=aes256-s5ha256-modp2@48!
esp=aes256-s5ha256!

ikelifetime=3h
keylife=1h

dpddelay=3@s
dpdtimeout=120@s
dpdaction=restart

Puis il faut faire la configuration des clés pré-partagées sur les deux
machines (/etc/ipsec.secrets) :
@site-a @site-b : PSK "VotreCleSecretel23!"

Pour plus de sécurité, on peut tres bien faire une génération
aléatoire de celui-ci via la commande :
head -c 32 /dev/urandom | base64

Phase 3 : Configuration du pare-feu

Sur les deux machines, configurez les regles iptables:

sudo iptables -A INPUT -p udp --dport 500 -j ACCEPT
sudo iptables -A INPUT -p udp --dport 4500 -j ACCEPT
sudo iptables -A INPUT -p esp -j ACCEPT

sudo iptables -A INPUT -p ah -j ACCEPT

sudo iptables -A FORWARD -i enpls® -o enp7s© -j ACCEPT
sudo iptables -A FORWARD -i enp7s@ -o enpls® -j ACCEPT



Phase 4 : Démarrage et vérification

1. Démarrez le service IPsec sur les deux machines
sudo systemctl restart ipsec
sudo systemctl enable ipsec

On va vérifier I'état du tunnel

$
iat (1 up, @ co

b[1]: ESTABLISHED 44 minute
INSTALLED, TUNNEL,

debian2@debian2:~$% sudo ipsec status

Security Associations (1 up, @ connecting):
site-b-to-a[3]: ESTABLISHED 45 minutes ago, 192.168.122.86[site-b]...192.168.122.87[site-a]
site-b-to-a{4}: INSTALLED, TUNMEL, reqid 1, ESP SPIs: cb7cf220_1 c1863ae2_o
site-b-to-a{4}: 10.0.1.8/24 === 10.0.2.0/24

authenticatio
authenticat

ESTABLISHED i 6 e ool .86[site-b]
SP f 0a _i* 9 a key authentication in 2 hol
: IKE propo
INSTALLED, TUNNEL

ying in 41 minutes




debian2@debian2:~% sudo ipsec statusall
Status of IKE charon daemon (strongSwan 5.9.8, Linux 6.1.0-3@-amd64, x86_64):

uptime: 46 minutes, since Jan 27 22:49:11 2025

malloc: sbrk 2850816, mmap @, used 1232592, free 1618224

worker threads: 11 of 16 idle, 5/@/@/@ working, job queue: @/8/@/@, scheduled: 5

loaded plugins: charon aesni aes rc2 sha2 shal md5 mgfl random nonce x589 revocation constraints pubkey pkcsl
pkecs7 pkcsl2 pgp dnskey sshkey pem openssl pkcs8 fips-prf gmp agent xcbc hmac kdf gcm drbg attr kernel-netlink r
esolve socket-default connmark forecast farp stroke updown eap-identity eap-aka eap-md5 eap-gtc eap-mschapv2 eap
-radius eap-tls eap-ttls eap-tnc xauth-generic xauth-eap xauth-pam tnc-tnccs dhcp lookip error-notify certexpire
led addrblock unity counters
Listening IP addresses:

192.168.122.86

192.168.122.123

Connections:

site-b-to-a: %any...192.168.122.87 IKEv2, dpddelay=3@s

site-b-to-a: local: [site-b] uses pre-shared key authentication
site-b-to-a: remote: [site-a] uses pre-shared key authentication
site-b-to-a: child: 190.2.1.@/24 === 1©.9.2.8/24 TUNNEL, dpdaction=start

Security Associations (1 up, @ connecting):

site-b-to-a[3]: ESTABLISHED 46 minutes ago, 192.168.122.86[site-b]...192.168.122.87[site-a]

site-b-to-a[3]: IKEv2 5PIs: T9e2@alcfaed49431_i 9116d6862e5a@881_r*, pre-shared key reauthentication in 119 minu
tes

site-b-to-a[3]: IKE proposal: AES_CBC_256/HMAC_SHAZ_256_128/PRF_HMAC_SHAZ_256/MODP_2048

site-b-to-a{4}: INSTALLED, TUNNEL, reqid 1, ESP SPIs: cbh7cf22@8_i c1863ae2_o

site-b-to-a{4}: AES_CBC_256/HMAC_SHA2_256_128, @ bytes_i, @ bytes_o, rekeying in 4@ minutes

site-b-to-af4}: 10.9.1.0/24 === 10.0.2.0/24

On va tester si le trafic est bien chiffré

debian@de

PING 1©@.©.1.1
64 bytes from
64 bytes from

-i enpls@
ype EN1@MB (Etherne

akmp 2.0

[DFT.
inf2[R]:

[DFT, g ). length 1
isakmp 2.@ msgid @ p050: child_s inf2[IR]

), length 156)

ESP (5@), length 156)
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